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Abstract—In this paper, we describe an ablation study for a
person re-identification API on a mobile robot, for a closed-
world setting, using only the IR gray value image of a depth
camera. Previously, we have trained the state-of-the-art neural
network for person re-identification with common parameters
and methods. The resulting real-time application reached as
closed-world setting a rank-1-accuracy of 94.78% and a mAP of
68.16%. Now, we focused on increasing the accuracy by removing
and adjusting the image processing pipeline of our dataset. By
these adjustments, we have reached a rank-1-accuracy of 98.56%
and a mAP of 79.05%.

Index Terms—person re-identification, neural network, mobile
robot

I. INTRODUCTION

Nowadays, robots are common in many production and
logistics facilities as well as other areas e.g., hospitals where
humans are present and need to work with those systems.
Unfortunately due to the shortage of skilled workers, most
of them are not used to interacting with robots. Further, the
acceptance of the human towards the robot only increases if
the human feels comfortable and the interaction with such
a system is designed in an intuitive and user-individual way.
Therefore, the machines have to adapt to the individual person.
Once a robot takes into account the characteristics and skills
of the workers e.g., operating speed, height or process know-
how, the processes can become more efficient, the interaction
can be designed in an ergonomic way and the process times
can be reduced.

In this paper, we address the use-case of a mobile social
robot transporting e.g., bins and packages in warehouses
as well as production facilities or food trays and medical
equipment in hospitals. The design of the robot keeps in
mind various ergonomic aspects. It can lift the transported
goods up to an ergonomic height (see Fig. 1b) and is equipped
with a display to directly inform the worker about its current
state. Further, our robot [1] behaves according to social norms
adapted from the human-human interaction. It can change
its path or adapt its speed depending on the situation and
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the individual human (cf. Proxemics) as well as follow the
worker through the warehouse. To realize such a human-robot
interaction, the first step is to identify – and later on re-identify
– the human worker as an individual.

Common approaches for re-identification (re-ID) either use
hardware dependent solutions e.g., transponders at the human
or implement it by using anthropometric data [2], gait ana-
lyzes [3] or face recognition [4]. However, the state-of-the-art
solutions do not suit our use-case and robot. Existing solutions
e.g., [5]–[8] need to work on data with a higher refresh rate,
RGB-data and resolution than the one our camera is offering
or from another perspective than our mobile robot allows.

Therefore, we collected images of 31 persons in a realistic
warehouse environment from the frog’s eye perspective. Fur-
ther in our previous research, we set up an image processing
pipeline to extract a dataset. Then we loaded, trained, validated
and evaluated a model based on the state-of-the-art neural
network (NN) from [9]. The impact of common training tricks
was analyzed. To improve the accuracy of the model, we
present in this paper an ongoing ablation study.

The study focuses on the image pipeline, which was de-
signed based on solutions for person re-identification [9]
using RGB-images from surveillance cameras, such as the
Market1501 [10] dataset, combined with our created mask
using the pose of the person related to [11]. Contrary to the
previous work, we applied it for image processing and not in
the person re-identification model itself. In addition, our image
normalization is specified for the application on IR gray value
images. The normalization in previous work cannot be applied.

The main reason for our image processing pipeline is to only
extract the persons key-relevant information out of the image
and then use it as an input for the re-ID model. Thus the model
can faster reach the global minimum and lead to a higher score
than without any pre-processing steps. Therefore, the ablation
study investigates the influence of the different steps of the
image processing pipeline (see Fig. 2) on the model.

II. TECHNICAL DESCRIPTION

This ablation study is based on our previous research, in
which we discovered the best fitting model for our use-case,
model-no. 9. In this study, we focus on the influence of our
image pipeline (see Fig. 2).
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(a) (b)

Fig. 1. Our mobile robot in yellow and white, following a person in (a) and
carrying a small load carrier in (b).

(b)

(c)(a)

Fig. 2. Image processing for the person re-ID, based on paper [12]. (a) the
original image. (b) the original histogram image. (c) the pose image.

A. Model

Our model is based on a ResNet18 [13] NN with a last
stride set to one and the random erasing augmentation training
method is used, both is based on the paper [9]. Since we
are using a gray value image the channels are reduced to
one. Additionally, for a possible (re-)training on the robots
hardware (a Jetson TX2 board), the batch-size is decreased to
16. Further, the number of epochs is halved to 60 epochs,
which cuts the training time in half. The reduction of the
epochs also leads to a decrease of the milestones to 20 and
35.

Since the warm-up learning rate and label smoothing [9]
decreased the scope of our model, they are no longer applied.
Further, the BNNeck and the center loss from [9] were also
not used, because the loss of our base model, model-no. 1,
converged very quickly and the classes were already separated
very pronounced.

B. Image Processing Pipeline

In our previous research, we used the pose image Fig. 2c to
create the dataset. To do this, we utilized the cut out gray
value image (see Fig. 2a), which depends on the detected
person in the depth image followed by the calculated region of
interest (ROI). This image was binarized and then an opening
was applied (erosion and dilation) to reduce the noise in the

image. After that the image was combined to a mask using
the drawn pose of the person. This mask was finally utilized
with Fig. 2b, which is the cut out gray value image with an
applied histogram equalization.

The histogram equalization was used, so that the person in
the image has the same brightness no matter how far or close
to the camera the person is. This is important because a IR
gray value image created by a depth camera was used as input.
It is similar to the histogram equalization done by the authors
of [14]. They analyzed the intensity normalization using T1-
weighted magnetic resonances imaging data of the cerebellum
to train a model for segmentation of tumors and lesions [14].
In contrast to their approach, our histogram equalization is
calculated for every new image again and not for all images
or a batch at ones. This was necessary because we are using
a IR gray value image and so our histogram equalization has
to be dynamically.

In this work, we are also using the original image Fig. 2a
and the original histogram image Fig. 2b to create datasets and
we will look at the influence of our image processing pipeline
for our model, model-no. 9. The detection of persons in the
depth camera images and cropping them out as described in
our previous research [12], stays untouched.

Further, it is important that our resulting images, used for
the model, were converted to a float tensor in a range between
0 and 1. Then they were normalized between -1 and 1, using
a standard deviation and a mean of 0.5. Since we are using
the IR gray value image created by a depth camera, we could
not calculate the mean and standard deviation as it is usually
done, neither for the whole dataset nor the batches.

III. PRELIMINARY RESULTS

Each of the created datasets – original-, original histogram-
and pose-dataset – is split into a training/validation- and an
evaluation dataset. Every dataset involves the same 31 persons
as IDs. The evaluation dataset contains the IDs 00, 01, 02, 03,
09, 10, 11, 21, 24, 28 and 30. The 20 persons left are included
in the training dataset. The IDs are not consecutive, because
the division is based on the visual characteristics – short or
long trousers or a skirt, their gender and if they were wearing
a mask because of the corona pandemic.

A. Training

The results of training and validating the model-no. 9 which
is optimized for the dataset using the pose images (see Fig. 2c),
on the datasets using the original and original histogram image
are shown in Fig. 3 and Fig. 4. At the beginning, both figures
show that using less image processing techniques reaches a
higher starting accuracy and a lower starting loss. The course
of the curves are similar.

For training and validation the accuracy when using dataset
no. 3, pose images, increases in contrast to the accuracy when
using dataset no. 2, original histogram images, by 1.03 % and
0.56 %. The loss decreases by 0.0355 and 0.0244 (see Table I).
Compared to the dataset no. 2 as input, with the dataset no. 3,
pose images, as input, the accuracy increases further 0.1 %
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Fig. 3. Accuracy comparison between the three datasets, using original,
original histogram or pose images.
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Fig. 4. Loss comparison between the three datasets, using original, original
histogram or pose images.

and 0.07 % and the loss decreases by 0.0017 and 0.0026, for
training and validation.

B. Evaluation

During the evaluation the rank-1-accuracy (r1) and rank-5-
accuracy (r5) increases when using dataset-no. 3, pose images,
in contrast to dataset-no. 2, original histogram images, by
2.98 % and 0.46 % (see Fig. 5 and Table I). The mAP increases
by 8.96 %. Furthermore, the r1, r5 and mAP increases form
dataset-no. 2 to dataset-no. 1 by 0.8 %, 0.17 % and 1.93 %. The
course of the mAP of each ID, (see Fig. 6), shows that the the
processing pipeline, using the pose and additional techniques,
results in a significant lower mAP for the IDs 02, 03, 10 and
30. For ID 24 the datasets orhi and pose score lower.

C. Image Pipeline

The duration of the image pipeline sped up analogous to
the increase of the training/validation and evaluation scores
(see Table II). The duration of the original image represents
the needed time to crop the image out of the camera image.
This is done in 16µs as mean. Using the additional histogram
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Fig. 5. CMC-curves of the three datasets, using original, original histogram
or pose images.
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Fig. 6. The IDs represent the person, which the evaluation dataset contains.

equalization for the orhi image, the time increases to 211µs.
The most time, with a mean of 3322µs, requires the pose
images which represents the whole image pipeline (see Fig. 2).

IV. DISCUSSION

The conducted ablation study showed the best results with-
out any steps of the image processing pipeline except the
detection of region of interest.

The model accuracy increased for training and validation by
0.93 % and 0.63 % and also the loss decreased by 0.0338 and
0.027. These values are marginal, but we have almost reached
the end of refinement. More interesting is the improvement
during the evaluation, which increases the r1, r5 and mAP by
3.78 %, 0.63 % and 10.89 %. Further, the individual mAP of
the IDs 02, 03, 10, 24 and 30 were higher (see Fig. 6).

The reduction of the duration of the image pipeline is
marginal in context of the Live-API, which runs between 10
and 16 FPS, for one up to three persons in an image at once.
This means, we do not have to shorten our image pipeline for
a time improvement.



TABLE I
COMPARISON OF THE RESULTS BETWEEN THE DATASETS.

Training Validation Evaluation [%]
Dataset-No. Acc [%] Loss Acc [%] Loss r1 r5 mAP

1. orig 99.64 0.0145 99.81 0.0071 98.56 99.71 79.05
2. orhi 99.74 0.0128 99.74 0.0097 97.76 99.54 77.12
3. pose 98.71 0.0483 99.18 0.0341 94.78 99.08 68.16

TABLE II
COMPARISON OF THE NEEDED TIME FOR THE IMAGE PIPELINE, EACH

CALCULATED USING 1000 CYCLES.

Duration [µs]
Image Pipeline Min Max Mean

1. orig 9 180 16
2. orhi 132 1327 211
3. pose 1953 9729 3322

Nevertheless, the used model has been initially applied to
the dataset Market1501. Therefore, the different parameters as
well as the additionally ones e. g., the BNNeck and the center
loss from [9] need to be adjusted. Especially, the influence of
the WU and the LSm should be examined since [9] does not
include the CMC-curve.

V. PLANNED NEXT STEPS

The next steps will be focusing further on the images
themselves. On the one hand we want to invert the images
Fig. 2a-c. The preliminary results of the ablation study have
shown that the Fig. 2a reaches the best scores. One reason
might be that the background of image Fig. 2c was not set
to black. Therefore, promising results for our use-case might
be achieved when setting the background of image Fig. 2c to
black (0). Additional to this, the influence of inverting this
resulting image could be interesting too. Since the usage of
image Fig. 2a leads to higher scores compared to the usage
of image Fig. 2b it might be useful to cancel the histogram
equalization. This can be validated once the described back-
ground change to black reaches better results. On the other
hand we want to investigate how a background of gray might
influence the overall results. The applied normalization had a
range from -1 to 1 with a standard deviation and a mean of
0.5 which leads to the usage of gray for the value 0.

In addition, we want to swap the cosine similarity with the
Euclidean distance. The authors of [9] observed that the cosine
distance led to a better performance than the usage of the
Euclidean distance. However, there dataset consisted of RGB-
images. Therefore, it is possible to reach better results for our
IR gray value dataset when applying the Euclidean distance.

Once the image processing pipeline is adjusted, we need to
optimize the model for the final image input in the same way
as it is done for the image Fig. 2c in our previous research
[12].

Overall, we want to extend our dataset after the corona
pandemic and include more realistic scenes in logistics or
production facilities as well as hospitals.
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